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We investigate weakly two-dimensional weakly nonlinear weakly dispersive surface
waves propagating in a turbulent flow over a gradually sloping bottom. The waves
are shown to be governed by a turbulently damped variable-coefficient Kadomtsev–
Petviashvili equation with periodic boundary conditions. Equations governing the
lowest-order mean currents in both directions as well as the equation describing the
lowest-order mean surface elevation are also derived. Solutions for the wave equation
are found numerically using a Fourier pseudospectral technique in space and finite
differencing in the time-like variable.

1. Introduction
Over the years, a considerable volume of theoretical research has been devoted to

the study of long nonlinear water waves. It is clear that these waves are important
features in a variety of environments. Standard water wave texts, such as Mei (1989),
have extensive chapters devoted to explaining various details. In many investigations,
the scope is restricted to ideal fluids; only a few have considered problems where
viscous dissipation is important (see Mei 1989 for references). Although using ideal
fluid models for long-wave phenomena is standard practice, the validity of ignoring
dissipation is questionable (see for example Lighthill 1978, p. 464). Furthermore, if the
dissipation is modelled solely by the inclusion of molecular viscosity, the results can
be expected to be valid only in a laboratory setting since most natural oceanographic
flows are turbulent. Clearly, turbulent bottom friction needs to be considered if one
wishes to provide realistic dissipation mechanisms for shallow water flows.

Shuto (1976) proposed a turbulently damped Korteweg–deVries (KdV) equation
to model one-dimensional flow over a gradually sloping bottom while Miles (1983)
analysed the energy equation equivalent. Miles also referenced field observations
that suggest the need to include turbulent bottom friction. Recently, Jacobs (1997)
has resolved an inconsistency in the work of Shuto and Miles through a formal
perturbation and matched asymptotic expansion analysis. Also, through numerical
computation, Jacobs has verified Miles’ prediction that a cnoidal wave propagating
up a constant beach slope will develop into a train of solitary waves with a known
amplitude to depth ratio.

Restricting their attention to constant depth but allowing weak two-dimensional
effects, Segur & Finkel (1985) presented an analytical inviscid model based on doubly
periodic solutions of the Kadomtsev–Petviashvili (KP) equation. For a recent review
of many different physical phenomena modelled by various forms of inviscid KP
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equations, the reader is referred to Akylas (1994). Hammack, Scheffner & Segur
(1989) conducted experiments to provide insight into the applicability of Segur &
Finkel’s model and a subsequent experiment (Hammack, Scheffner & Segur 1991)
showed that weakly two-dimensional waves near a beach can generate periodic rip
currents after breaking. Hammack et al. (1995) continued further along the lines of
the 1989 investigation.

The next logical step to Segur & Finkel’s inviscid two-dimensional study and Ja-
cobs’s one-dimensional turbulent investigation is a two-dimensional turbulent model.
To this end, we incorporate variable topography and turbulent bottom friction into
Segur & Finkel’s model. The flow is found to consist of two asymptotic regions:
an outer layer and a thin bottom boundary layer (the weaker top boundary layer is
ignored). We are concerned primarily with calculating the flow outside the boundary
layer; however, we analyse the boundary layer to provide expressions for the flow
due to displacement thickness and to provide boundary conditions for the outer flow.
We find that the surface elevation is governed by a turbulently damped KP equation
whose coefficients depend on the water depth. Equations governing the mean surface
and the horizontal currents are also derived. The numerical solution technique for
the surface elevation is a Fourier pseudospectral method in space and a second-order
finite difference scheme in the time-like variable.

We consider the case in which an initially known surface wave is allowed to
propagate up a beach. Breaking effects are not modelled in this effort so our
results are restricted to waves which do not break or to regions prior to breaking.
Planar (genus 1) and non-planar (genus 2) solutions to the inviscid flat-bottomed KP
equation as well as planar (straight-crested) and non-planar sinusoidal-like waves are
used as initial conditions. Although the equations are derived for two-dimensional
bottom topography, in the numerical experiments presented here we restrict the
depth to be a function only of the cross-shore coordinate. In future efforts, we will
explore various topographical configurations. The sinusoidal-like waves evolve into
shapes very similar to their cnoidal counterparts as the depth decreases; however,
the sinusoidal waves show stronger secondary peaks (planar case) or saddle regions
(non-planar case). We also see the familiar hexagonal surface pattern of the non-
planar waves described in previous investigations. The hexagons are seen at all
depths but they gradually change shape. In addition, we find that non-planar waves
generate periodic longshore currents at a lower order than planar waves. In all
cases considered, the cross-shore bottom stress is positive (toward the shore) which
produces a mean surface depression (setdown).

2. Formulation

To incorporate turbulent dissipation, the standard averaging process is employed
leaving the Reynolds stresses to be modelled. We have chosen Donaldson’s second-
order turbulence model (Lewellen 1977) for this task; it has been shown to be
useful for a wide variety of flows and is a relatively simple stress model. Consider
three-dimensional turbulent flow in (x, y, z)-space with the fluid bounded above by
a free surface z = ζ (x, y, t) and below by a rigid hydraulically rough surface z =
−d (x, y) (see figure 1). Let u = (u, v, w) denote the Reynolds-averaged velocity,
p the Reynolds-averaged pressure, τ the kinematic Reynolds stress tensor, q2/2 the
turbulent kinematic kinetic energy, and q3/ (8λ) the rate of turbulent kinematic energy
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Figure 1. Schematic diagram of the coordinate system.

dissipation. The governing equations for Donaldson’s turbulence model are

∇ · u = 0, (2.1)

Du

Dt
+

1

ρ
∇p = ∇ · τ − gk̂, (2.2)

Dτ

Dt
+ τ · ∇u+ (τ · ∇u)† = c1∇ · (qλ∇τ )− q

λ

(
τ +

q2

4
I

)
, (2.3)

Dq2

Dt
= 2τ : ∇u+ c1∇ ·

(
qλ∇q2

)
− q3

4λ
, (2.4)

Dλ

Dt
= c1∇ · (qλ∇λ) + c2q − c3

λ

q2
τ : ∇u− c4

q
|∇ (qλ)|2 , (2.5)

where D/Dt = ∂/∂t+ u · ∇, g is the gravitational constant, ρ is the density of water,

î, ĵ , and k̂ are unit vectors along the coordinate axes, I is the identity tensor, the
superscript † denotes the transpose, : is the tensor inner product (i.e. for Cartesian
tensors a and b, a: b =

∑
i

∑
jaijbji), and molecular viscosity is ignored. The constants

in the above equations and an additional constant c5 are given by

c1 = 0.3, c2 = 0.04375 +
(

0.15
√

2
)
κ2, (2.6)

c3 = 0.35, c4 = 0.375, c5 = 23/4κ, (2.7)

in which κ = 0.4 is the Kármán constant.
We define (Ŝ1, Ŝ2, N̂ ) as surface-fitting curvilinear unit vectors which reduce to

(î, ĵ , k̂) when there are no waves (see Appendix A). The kinematic and dynamic
boundary conditions at z = ζ are

w =
∂ζ

∂t
+ u

∂ζ

∂x
+ v

∂ζ

∂y
, τNS1

= 0, τNS2
= 0, p = ρτNN. (2.8)

Standard practice involving turbulent flow under a free surface treats that surface as
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a symmetry plane; therefore, we also impose

N̂ · ∇
(
τS1S1

, τS1S2
, τS2S2

, τNN, q, λ
)

= 0, (2.9)

at z = ζ.
At the bottom surface, we define (ŝ1, ŝ2, n̂) as surface-fitting curvilinear unit vectors

which reduce to (î, ĵ , k̂) for a flat bottom (see Appendix A). We also define z0 as
the bottom roughness length, n as the distance into the fluid measured along n̂, and
σ as the bottom friction velocity (defined to be tangent to the surface). With these
definitions, the boundary conditions are

u− n̂ (n̂ · u)→ σ

κ
ln

(
n

z0

)
, u · n̂→ 0, (2.10)

τ → |σ| (n̂σ + σn̂)− 21/2
(
|σ|2 I + σσ

)
, (2.11)

q → 25/4 |σ| , λ→ c5n, (2.12)

as z → −d.
We want to incorporate the effects of weak nonlinearity, weak dispersion, weak

dissipation, and weak two-dimensionality. To do this in a formal way, we will first non-
dimensionalize the equations, after which we will define several small non-dimensional
parameters. Relationships between these small parameters will be assumed in order
to examine the general case in which all the above effects enter in the force balance
at the same order; this will also allow us to perform a perturbation expansion in one
of the small parameters.

We define (k0, l0) as a characteristic wavenumber vector, d0 as a characteristic depth,
L0 as a characteristic scale on which d varies in the x-direction, c0 = (gd0)

1/2 as a
characteristic phase speed in the x-direction, Γ0 as a characteristic particle velocity
in the x-direction, ω0 = c0k0 as a characteristic frequency, and uτ as a characteristic
friction velocity in the x-direction. Denoting non-dimensional values by asterisks, we
scale the equations using these characteristic values as follows:(

x∗, y∗, z∗
)

=

(
xk0, yl0,

z

d0

)
, (u, v, w) =

(
u∗, v∗

l0

k0

, w∗k0d0

)
Γ0, (2.13)

t∗ = tω0, p∗ =
p+ ρgz

ρc0Γ0

, ζ∗ =
c0ζ

d0Γ0

, d∗ =
d

d0

, (2.14)(
τxz, τxx, τyy, τzz

)
=
(
τ∗xz, τ

∗
xx, τ

∗
yy, τ

∗
zz

)
u2
τ ,(

τyz, τxy
)

=
(
τ∗yz, τ

∗
xy

)
u2
τ

l0

k0

, (2.15)

q = q∗uτ, λ = λ∗d0,
(
σx, σy

)
=

(
σ∗x, σ

∗
y

l0

k0

)
uτ. (2.16)

Here we are assuming that the dominant propagation direction of the waves is in the
x-direction. Henceforth, we will omit asterisks and remind the reader that variables
are all dimensionless unless stated otherwise.

After scaling, it is convenient to define the following non-dimensional parameters:

α =
Γ0

c0

, ε =
uτ

Γ0

,
(
δx, δy

)
= (k0, l0) d0,

(
γx, γy

)
=

(
k−1

0 , l−1
0

)
L0

. (2.17)
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Physically, α is a measure of nonlinearity, ε is the square root of a characteristic drag
coefficient, δx and δy measure dispersion in the x- and y-directions respectively, and γx
and γy are the ratios of the x and y length scales of the waves to the depth variation.
Thus, the dimensionless depth d is a function of

(
γxx, γyy

)
. We follow Johnson (1983)

in requiring nonlinearity, x-dispersion, x-directed bottom slope, and two-dimensional
effects to be in balance. Since the turbulent body force in the horizontal momentum
equations is O

(
αε2/δx

)
, turbulence and the other effects are in balance when

α = Aε4, δx = Bε2, δy = Cε4, γx = Dε4, γy = Eε6, (2.18)

where A, B, C , D, E are all O (1) constants. These parameters may subsequently be
taken large or small if one of these effects is deemed to be relatively unimportant.

We will consider flows in which ε � 1. The dimensionless equations with O
(
ε6
)

errors in the continuity and momentum equations, and O
(
ε4
)

errors in the turbulence
equations, are

∂u

∂x
+ ε4

(
C

B

)2
∂v

∂y
+
∂w

∂z
= 0, (2.19)

Du

Dt
+
∂p

∂x
=
A

B
ε4 ∂τzx

∂z
, (2.20)

Dv

Dt
+
∂p

∂y
=
A

B
ε4 ∂τzy

∂z
, (2.21)

B2ε4 ∂w

∂t
+
∂p

∂z
= 0, (2.22)

Dτzx
Dt

+
A

B
ε2τzz

∂u

∂z
=
A

B
ε3

[
c1

∂

∂z

(
qλ
∂τzx

∂z

)
− q

λ
τzx

]
, (2.23)

Dτzy
Dt

+
A

B
ε2τzz

∂v

∂z
=
A

B
ε3

[
c1

∂

∂z

(
qλ
∂τzy

∂z

)
− q

λ
τzy

]
, (2.24)

Dτzz
Dt

+ 2Aε4τzz
∂w

∂z
=
A

B
ε3

[
c1

∂

∂z

(
qλ
∂τzz

∂z

)
− q

λ

(
τzz +

q3

4

)]
, (2.25)

Dq2

Dt
− 2

A

B
ε2τzx

∂u

∂z
=
A

B
ε3

[
c1

∂

∂z

(
qλ
∂q2

∂z

)
− q3

4λ

]
, (2.26)

Dλ

Dt
+
A

B
ε2 c3λ

q2
τzx
∂u

∂z
=
A

B
ε3

[
c1

∂

∂z

(
qλ
∂λ

∂z

)
+ c2q −

c4

q

(
∂qλ

∂z

)2
]
, (2.27)

where
D

Dt
=

∂

∂t
+ Aε4

(
u
∂

∂x
+ w

∂

∂z

)
. (2.28)

With O
(
ε6
)

or higher errors on the velocity and pressure and with O
(
ε4
)

errors
on the turbulence quantities, the top boundary conditions are

w =
∂ζ

∂t
+ Aε4 ∂uζ

∂x
, p = ζ, τzx = τzy =

∂

∂z
(τzz, q, λ) = 0, (2.29)

at z = 0. The bottom boundary conditions are

u→ σx

[
Υ +

ε

κ
ln
B (z + d)

Aε3

]
, v → σy

[
Υ +

ε

κ
ln
B (z + d)

Aε3

]
, (2.30)
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w → −Aε4umD, q → 25/4 |σ| , λ→ c5 (z + d) , (2.31)

τzx → |σ| σx, τzy → |σ| σy, τzz → −21/2 |σ|2 , (2.32)

as z → −d, where

Υ =
ε

κ
ln
εΓ0

ω0z0

, m =
1

γx

∂

∂x
d
(
γxx, γyy

)
(2.33)

are O (1) quantities (see Jacobs 1990 for an extensive discussion of Υ ) and where

σ = îσx + ĵ
C

B
ε2σy. (2.34)

As boundary conditions at x = 0, we require that

ζ = 0, u = O
(
ε4
)
, (2.35)

where the underbar denotes averages over the phase. (The phase variable is defined
in equation (3.1) below.) The first condition defines the offshore mean depth to be d.
The other condition is equivalent to the offshore mean velocity having a magnitude
on the order of the Stokes drift.

The field equations show a small parameter multiplying the most highly differen-
tiated terms, implying the presence of a boundary layer. Consequently, we will treat
this system of equations by the method of matched asymptotic expansions (Van Dyke
1975). We first analyse the flow outside the boundary layer to derive an equation
governing the waves and equations governing the mean currents and mean surface
level. These equations include effects due to turbulence stresses and the flow due
to displacement thickness for which explicit expressions are found by examining the
boundary layer.

3. Outer flow
To treat the outer layer, we follow Johnson (1983) and introduce the following

multiple scale variables:

r =
1

α
Θ (X,Y )− t, X = αx, Y = αy, (3.1)

where, to make a slight generalization of Johnson, we have defined

Θ = θ + αφ+ . . . . (3.2)

These coordinates anticipate changes in the phase speed due to the inhomogeneity
of the propagation medium. Moreover, following Segur & Finkel (1985), we require
periodicity in the r- and y-coordinates; however, because we have variable topography
(in terms of the slow variables, we have d = d(D/A)X, (EBδy/ACδx)Y ) the flow is not,
in general, periodic in X and Y . Using the chain rule, the differentiation operators
transform as follows:

∂

∂t
= − ∂

∂r
,

∂

∂x
=
∂θ

∂X

∂

∂r
+ α

(
∂

∂X
+
∂φ

∂X

∂

∂r

)
,

∂

∂y
=

∂

∂y
+
∂θ

∂Y

∂

∂r
+ α

(
∂

∂Y
+
∂φ

∂Y

∂

∂r

)
.

 (3.3)

We will expand the dependent variables in the form

f = f0 + εf1 + ε2f2 + . . . , τ.. = τ(0)
.. + ετ(1)

.. + ε2τ(2)
.. + . . . , (3.4)
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where τ.. denotes an arbitrary stress component. We will also assume here and verify
later that the vertical velocity outside of the boundary layer satisfies

w → ε4

(
Ω − Au ∂d

∂X

)
, (3.5)

as z → −d with O
(
ε6
)

errors, where ε4Ω is the flow due to displacement thickness.
Our aim is to derive equations for the dominant contributions to the surface elevation
and the horizontal velocity.

Substituting (3.3) and (3.4) into the equations in §2 and equating like powers of ε
yields

pk = hk +Hk = ζk, uk =
∂θ

∂X
hk +Uk,

wk = −
(
∂θ

∂X

)2
∂hk

∂r
(z + d) ,

∂vk

∂r
=

∂θ

∂Y

∂hk

∂r
+

∂

∂y
(hk +Hk) ,

 (3.6)

for k = 0, 1, 2, 3, where hk is a zero-mean periodic function of r. Hk and Uk are not
functions of r; Hk is the r-averaged surface elevation (setdown if H is negative) and
Uk is the mean velocity in the x-direction. Using the top boundary condition on wk
provides a relation governing the lowest-order non-dimensional phase speed

(
C (0)
p

)
:(

∂θ

∂X

)2

= d−1 ≡ 1[
C

(0)
p

]2
. (3.7)

In order to prevent a secularity in the solution for vk , we must have

∂Hk

∂y
= 0. (3.8)

For subsequent convenience, we will also denote

vk = ṽk (r, y, X, Y ) + Vk (y,X, Y , z) , ṽk = 0. (3.9)

We remind the reader that the underbar denotes averaging over r.
From the turbulence equations, we obtain

∂

∂r

(
τ(j)
zx , τ

(j)
zy , qj , λj

)
= 0,

∂

∂r
τ(l)
zz = 0, (3.10)

for j = 0, 1 and l = 0, 1, 2. At O
(
ε2
)
, equations (2.23) and (2.24) become

∂

∂r

(
τ(2)
zx , τ

(2)
zy

)
=
A

B
τ(0)
zz

(
∂U0

∂z
,
∂V0

∂z

)
. (3.11)

In order to avoid a secularity in the solution for τ(2)
zx and τ(2)

zx , we must have

∂U0

∂z
=
∂V0

∂z
= 0, (3.12)

and thus the lowest-order r-averaged horizontal velocity components are independent
of z.

At O
(
ε3
)
, the equation for τzx is of the form

− ∂τ(3)
zx

∂r
+
A

B
τ(0)
zz

∂U1

∂z
=
A

B
G, (3.13)
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where G involves other zeroth-order variables and is independent of r; similar forms
are found for the other turbulence quantities. To avoid secularities, the compatibility
conditions for the turbulence quantities are

τ(0)
zz

∂U1

∂z
= c1

∂

∂z

(
q0λ0

∂τ(0)
zx

∂z

)
− q0

λ0

τ(0)
xz , (3.14)

c1

∂

∂z

(
q0λ0

∂τ(0)
zz

∂z

)
=
q0

λ0

(
τ(0)
zz +

q2
0

4

)
, (3.15)

2τ(0)
zx

∂U1

∂z
+ c1

∂

∂z

(
q0λ0

∂q2
0

∂z

)
=

q3
0

4λ0

, (3.16)

c3λ0

q2
0

τ(0)
zx

∂U1

∂z
= c1

∂

∂z

(
q0λ0

∂λ0

∂z

)
+ c2q0 −

c4

q0

[
∂

∂z
(q0λ0)

]2

. (3.17)

Equations (3.14)–(3.17) are the field equations governing the O (ε) mean cross-shore
velocity and the zeroth-order stresses.

At O
(
ε4
)
, it is easily found that

ζ4 = H4 + h4, p4 = −B2

(
z +

1

2

z2

d

)
H4 + h4. (3.18)

The continuity and x-momentum equations at this order are

∂θ

∂X

∂u4

∂r
+
∂w4

∂z
+ A

(
∂u0

∂X
+
∂φ

∂X

∂u0

∂r

)
+

(
C

B

)2(
∂v0

∂y
+
∂θ

∂Y

∂v0

∂r

)
= 0, (3.19)

− ∂u4

∂r
+
∂p4

∂r

∂θ

∂X
+ A

(
u0

∂u0

∂r

∂θ

∂X
+
∂p0

∂X
+
∂φ

∂X

∂p0

∂r

)
=
A

B

∂τ(0)
zx

∂z
, (3.20)

and the boundary conditions on w4 are

w4 = −∂ζ4

∂r
+ A

∂θ

∂X

∂u0ζ0

∂r
, w4 = Ω0 − Au0

∂d

∂X
, (3.21)

at z = 0 and z = −d respectively. If we average the x-momentum equation (3.20)
over r, we obtain

B
∂H0

∂X
=
∂τ(0)

zx

∂z
, (3.22)

which after integrating and using the top boundary condition on the shear stress
(2.29) gives

τ(0)
zx = zB

∂H0

∂X
. (3.23)

Once the boundary condition on τ(0)
zx at the bottom of the outer layer is found, (3.23)

applied at z = −d provides an equation governing the mean surface level. Because
of (3.8), (3.23) implies that τ(0)

zx is independent of y. Since, the O (ε) r-averaged cross-
shore velocity is driven by the zeroth-order bottom stress, it too will be independent
of y. Thus, to obtain y-variability in the cross-shore current, one must go to a higher
order; this task will be examined in a later effort.

Eliminating u4 between the continuity and x-momentum equations, using (3.21) and
(3.22), and integrating over z from −d to 0, produces an equation for h0. Examining
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travelling waves whose main propagation direction is in the +x direction such that

∂θ

∂X
= d−1/2, θ =

∫ X

0

d−1/2 dX (3.24)

and letting

∂φ

∂X
= −1

d

(
U0 +

H0

2d1/2

)
, (3.25)

for the Doppler correction (where φ is defined in equation (3.2)), the equation for h0

becomes

2d1/2 ∂h0

∂X
+ 3d−1h0

∂h0

∂r
+
d

3

B2

A

∂3h0

∂r3
+

∂

∂X
(U0d) +

1

2d1/2
h0

∂d

∂X

+
d

A

(
C

B

)2 [
∂v0

∂y
+
∂θ

∂Y

(
∂h0

∂y
+
∂h0

∂r

∂θ

∂Y

)]
=
Ω0

A
. (3.26)

In (3.25), we have assumed that U0 is only a function of the slow variables X and Y
in concert with the above discussion regarding the lack of y-variability in H0, τ

(0)
zx , and

U1. In fact, since we have intitially assumed only the presence of an offshore zero-
mean periodic wave and no ambient currents (see (2.35)), U0 should be zero because
all averaged velocities must be smaller than the characteristic orbital velocity Γ0. (The
only mechanisms which can generate currents in this work have been required to be
small.) This will be shown in §5, and we will carry along U0 in our calculations until
then.

If we average (3.26) over r, we obtain

∂

∂X
(U0d) +

d

A

(
C

B

)2
∂V0

∂y
=

1

A
Ω0, (3.27)

and if we average (3.27) over y (denoted by angle brackets) while insisting on y-
periodicity, we have

∂

∂X
(U0d) =

1

A
〈Ω0〉. (3.28)

After examination of the boundary layer, Ω0 can be found and (3.28) will provide
an equation to determine U0. Inserting (3.27) into (3.26), the equation for h0 can be
written

2d1/2 ∂h0

∂X
+ 3d−1h0

∂h0

∂r
+
d

3

B2

A

∂3h0

∂r3
+

1

2d1/2
h0

∂d

∂X

+
d

A

(
C

B

)2 [
∂ṽ0

∂y
+
∂θ

∂Y

(
∂h0

∂y
+
∂h0

∂r

∂θ

∂Y

)]
=

1

A
(Ω0 − Ω0) . (3.29)

If we take the derivative of this equation with respect to r and use (3.6), we obtain
the generalized KP equation:

∂

∂r

(
2d1/2 ∂h0

∂X
+ 3d−1h0

∂h0

∂r
+
d

3

B2

A

∂3h0

∂r3
+

1

2d1/2
h0

∂d

∂X

)

+
d

A

(
C

B

)2
[
∂2h0

∂y2
+ 2

∂θ

∂Y

∂h0

∂r∂y
+
∂2h0

∂r2

(
∂θ

∂Y

)2
]

=
1

A

∂Ω0

∂r
. (3.30)

Setting Ω0 = 0 provides an equation equivalent to that of Johnson (1983).
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We now examine the boundary layer to obtain the bottom boundary conditions
on the averaged outer flow variables and an explicit relation for the flow due to
displacement thickness.

4. Bottom boundary layer
The dimensionless boundary layer thickness is Aε3/B as can be seen, for example,

by examining the right-hand side of the turbulent stress equations in §2. Consequently,
we introduce the boundary layer coordinate

Z =
B (z + d)

Aε3
, (4.1)

and the boundary layer variables

u = U, v =V, w =
A

B
ε3W, p = P , q = Q, λ =

A

B
ε3L, τ = T . (4.2)

With the new coordinate and variables, the governing equations in the boundary layer
with O

(
ε3
)

errors are

∂U
∂r
d−1/2 +

∂W

∂Z
= 0, (4.3)

− ∂U
∂r

+
∂P

∂r
d−1/2 = ε

∂Tzx

∂Z
, (4.4)

∂P

∂Z
= 0, (4.5)

− ∂Tzx

∂r
+
Tzz

ε

∂U
∂Z

= c1

∂

∂Z

(
QL

∂Tzx

∂Z

)
− Q

L
Tzx, (4.6)

− ∂Tzz

∂r
= c1

∂

∂Z

(
QL

∂Tzz

∂Z

)
− Q

L

(
Tzz +

Q3

4

)
, (4.7)

− ∂Q2

∂r
=

2

ε
Tzx

∂U
∂Z

+ c1

∂

∂Z

(
QL

∂Q2

∂Z

)
− Q3

4L
, (4.8)

− ∂L

∂r
+
c3L

εQ2
Tzx

∂U
∂Z

= c1

∂

∂Z

(
QL

∂L

∂Z

)
+ c2Q−

c4

Q

(
∂QL

∂Z

)2

, (4.9)

with the boundary conditions

U → sx

(
Υ +

ε

κ
lnZ

)
, W → −εBU ∂d

∂X
, (4.10)

Tzx → |sx| sx, Tzz → −21/2s2x, Q→ |sx| , L→ c5Z, (4.11)

as Z → 0. The equations for V are decoupled from this set.
After expanding in powers of ε and equating like-ordered terms, we find from the

zeroth-order turbulence equations that U0 is independent of Z . (This is also the case
for V0.) Therefore,

U0 = Υs(0)
x = u0 =

h0

d1/2
+U0, W0 = −Z

d

∂h0

∂r
, P0 = p0 = H0 + h0. (4.12)

Since the outer solution for τ(0)
zx is independent of r and y, τ(0)

zx tends to 〈T (0)
zx 〉 in the
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limit Z → ∞. Averaging the O (ε) x-momentum equation over r and y shows that
〈T (0)

zx 〉 is independent of Z which with the boundary condition (4.11) means that

〈T (0)
zx 〉 = 〈

∣∣s(0)
x

∣∣ s(0)
x 〉, (4.13)

throughout the boundary layer. Next, we can eliminate U1 from the continuity and
momentum equations and solve for W1 to obtain

W1 = d−1/2
(
T (0)
zx −

∣∣s0x∣∣ s0x)− Z

d

∂h1

∂r
− Bu0

∂d

∂X
. (4.14)

If we match with the outer w using Van Dyke’s matching rules, we find that

Ω0 =
A

Bd1/2

(
〈T (0)

zx 〉 −
∣∣s0x∣∣ s0x) =

A

BΥ 2d1/2

(
〈|u0| u0〉 − |u0| u0

)
, (4.15)

whereby

〈Ω0〉 = 0. (4.16)

Now by analogy with the laminar oscillatory boundary layer theory of Stuart
(1966) and with a very similar problem discussed by Jacobs (1990) in which he used
a different turbulence model, we let

U1 = f (r, y, X, Y ) + F (r, y, X, Y , Z) , (4.17)

where f solves

− ∂f

∂r
+ d−1/2 ∂h1

∂r
= 0, f = 0, (4.18)

and the periodic parts of F decay exponentially as we go out of the boundary
layer. Consequently, by using the method of intermediate equations (Van Dyke 1975,
p. 225–226), the boundary conditions at the outer edge of the boundary layer for F
and the zeroth-order turbulence quantities are

F → µ̃+
|M|1/2 sgn (M)

κ
lnZ,

T (0)
zx →M, T (0)

zz → −21/2 |M| , Q0 → 25/4 |M|1/2 , L0 → c5Z, (4.19)

as Z →∞, where µ̃ and M are only functions of X and Y since equation (4.19) is an
exact solution of the boundary layer equations if the variables are independent of r
and y. At this stage, µ̃ is undetermined; but, from (4.12), (4.13), and (4.19), we have

M = 〈
∣∣s(0)
x

∣∣ s(0)
x 〉 =

〈|u0| u0〉
Υ 2

. (4.20)

Following a similar procedure at the next order, we obtain

〈Ω1〉 = 0. (4.21)

Since we have the form of the boundary conditions at the outer edge of the boundary
layer, simple matching provides the boundary conditions for the outer variables in
terms of the outer coordinates. At this stage, we have all the necessary elements to
close the equations.

5. Closing the equations
To simplify notation, let us omit subscripts on the lowest-order surface elevation.

Similarly, we will omit superscripts on the lowest-order stress components, turbulent
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kinetic energy, and turbulent macroscale. Using (4.16), we see from (3.28) that we
must have

∂

∂X
(U0d) = 0, (5.1)

which after use of the initial condition (2.35) yields

U0 = 0. (5.2)

Integration of the O
(
ε5
)

outer continuity equation over the depth, averaging over r
and y, and using (4.21) gives

∂

∂X

∫ 0

−d
U1dz = 0. (5.3)

The initial condition (2.35) applied to this equation requires that∫ 0

−d
U1dz = 0, (5.4)

which provides the extra equation to determine µ̃ in (4.19).
Equation (3.27) yields a relation for the lowest-order r-averaged velocity in the

y-direction,

∂V0

∂y
=

BA

C2Υ 2d5/2

[
〈|h| h〉 − |h| h

]
, (5.5)

where we also have used (5.2), (4.15), and (3.6). In order to solve for V0 unambigu-
ously, we impose the condition 〈V0〉 = 0 since there are no Stokes drift effects at this
order and there is no mean forcing in the y-direction (i.e. no mean surface tilt in the
y-direction) at this order. This boundary condition is also consistent with (2.35).

Applying equation (3.23) at z = −d and using the boundary condition on the shear
stress (see equations (4.19) and (4.20)), we obtain

∂H

∂X
= −

〈|h| h〉
Bd2Υ 2

, (5.6)

which is an equation governing the setdown of the waves.
Using (4.15), our elevation equation (3.31) becomes

∂

∂r

(
∂h

∂X
+

3

2
d−3/2h

∂h

∂r
+
d1/2

6

B2

A

∂3h

∂r3
+

h

4d

∂d

∂X
+
|h| h

2Bd2Υ 2

)

+
d1/2

2A

(
C

B

)2
[
∂2h

∂y2
+ 2

∂θ

∂Y

∂h

∂r∂y
+
∂2h

∂r2

(
∂θ

∂Y

)2
]

= 0. (5.7)

Given an initial form for h at x = 0 and (3.24), we have all the information needed
to solve (5.7). Having obtained h, we can find H and V0 using (5.6) and (5.5).

As mentioned in §3, setting the turbulent dissipation term equal to zero reproduces
an equation given by Johnson (1983). Eliminating all y and Y variations reproduces
an equation derived by Jacobs (1997), and eliminating all depth variations as well as
the dissipative term recovers the inviscid model of Segur & Finkel (1985).

The equations governing the lowest-order turbulence quantities and U1 are (5.4)
and

τzz
∂U1

∂z
= c1

∂

∂z

(
qλ
∂τzx

∂z

)
− q

λ
τzx, (5.8)
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c1

∂

∂z

(
qλ
∂τzz

∂z

)
=
q

λ

(
τzz +

q2

4

)
, (5.9)

2τzx
∂U1

∂z
+ c1

∂

∂z

(
qλ
∂q2

∂z

)
=
q3

4λ
, (5.10)

c3λ

q2
τzx
∂U1

∂z
= c1

∂

∂z

(
qλ
∂λ

∂z

)
+ c2q −

c4

q

[
∂

∂z
(qλ)

]2

, (5.11)

with
∂τzz

∂z
=
∂q

∂z
=
∂λ

∂z
= 0, (5.12)

at z = 0,

U1 → µ+
|M|1/2 sgn |M|

κ
ln

(
z + d

d

)
,

Tzx →M, Tzz → −21/2 |M| , Q→ 25/4 |M|1/2 , λ→ c5Z, (5.13)

as z → −d, where

M =
〈|h| h〉
dΥ 2

. (5.14)

Thus after finding h, (5.4) and (5.8)–(5.14) provide a closed system to obtain U1 and
the turbulence quantities. We will now discuss our methods of solving these equations
and the behaviour of the solutions.

6. Numerical solution
We shall restrict our attention to topography contours which are plane and parallel

to the y-axis. Although this topography is simple, it approximates many natural
beaches; later efforts will explore more complicated topographical configurations. It
proves convenient to rewrite the evolution equation and setdown equation in terms
of the original parameters α, δx, δy , and γx. Therefore if the depth is described by

d = (1− γxx)1/2, then the evolution equation (5.7) can be simplified for this special
case to

∂

∂r

(
∂h

∂x
+

3α

2d3/2
h
∂h

∂r
+
δ2
xd

1/2

6

∂3h

∂r3
+
hγx

4d
+

αε2

2δxd2Υ 2
|h| h

)

+
d1/2

2

(
δy

δx

)2
∂2h

∂y2
= 0, (6.1)

while the equation for the setdown (5.6) and the x-derivative of the first equation in
(3.1) can be written

∂H

∂x
= − αε2

δxd2Υ 2
〈|h| h〉, ∂r

∂x
= (d+ αH)−1/2 . (6.2)

The initial conditions at x = 0 are

h = Ξ (r, y) , r = −t, H = 0, (6.3)

where Ξ , the offshore wave elevation, is assumed to be known and is a zero-mean
periodic function of both its arguments.
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Many authors have integrated the KP equation in a variety of applications (e.g.
Katsis & Akylas 1987 and Mathew & Akylas 1990). Since our problem is periodic
in two spatial dimensions, we have chosen to solve the evolution equation using
a Fourier method in both r and y and centred finite differencing in the marching
variable x. If we define

rk =
kπ

Nr

, 0 6 k 6 2Nr − 1, (6.4)

yl =
lπ

Ny

, 0 6 l 6 2Ny − 1, (6.5)

bk =

{
2, k = ±Nr

1, k 6= ±Nr
, ck =

{
2, l = ±Ny

1, l 6= ±Ny
, (6.6)

f (r, y) =

Nr∑
k=−Nr

Ny∑
l=−Ny

f̂ (k, l)

bkcl
ei(kr+ly), (6.7)

f̂ (k, l) =
1

4NrNy

2Nr−1∑
j=0

2Ny−1∑
m=0

f
(
rj , ym

)
e−i(krj+lym), (6.8)

then the equation for ĥ when k 6= 0 is

∂ĥ

∂x
+
γx

4d
ĥ− δ2

xd
1/2

6
ik3ĥ+

d1/2

2

(
δy

δx

)2
il2

k
ĥ =
−i

k
F̂, (6.9)

where

F = − 3α

2d3/2

∂

∂r

(
h
∂h

∂r

)
− αε2

2δxd2Υ 2

∂

∂r
|h| h. (6.10)

For k = 0, we will require that ĥ = 0. This corresponds to h = 0 and is analogous to
the normalization condition of Segur & Finkel (1985) or that discussed by Grimshaw
& Melville (1989); it also satisfies our initial condition at x = 0 (equation (2.35)).

Defining an incremental step in x as ∆x and letting xn = n (∆x) (n = 0, 1 . . .), we
evaluate the terms on the left of equation (6.9) implicitly, and evaluate the nonlinear
terms, F̂ , explicitly. In calculating the nonlinear terms, the multiplies are calculated
in physical space while the derivatives are calculated in spectral space. For the first
step, we use backward Euler; centred finite differencing is used thereafter. Thus for
n > 0,

ĥn+1 =
(1− ∆xLn−1) ĥn−1 + 2∆xF̂n

(1 + ∆xLn+1)
, (6.11)

where

Ln =

(
γx

4d
− δ2

xd
1/2

6
ik3 +

d1/2

2

(
δy

δx

)2
il2

k

)∣∣∣∣∣
x=xn

. (6.12)

Once ĥ has been calculated, we use an inverse FFT to find h(x, r, y). Everywhere the
FFT was used, we exploited the reality of h to avoid redundant calculations (Cooley,
Lewis & Welch 1970).

Since we have couched this study as a signalling wave problem (i.e. one in which
waves are continually generated at a given location as opposed to examining the time
evolution of one wave), it is sufficient to plot h at any convenient time. At a fixed
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time, r is a unique function of x as can be seen in the first of the equations in (3.1).
The new h and the h at the previous step can be used to advance H and r using the
trapezoidal rule

gn+1 = gn +
∆x

2
(Gn+1 + Gn) , (6.13)

where g is H or r, and G is the corresponding right-hand side of (6.2). Once r is
found at the new x, we use the interpolation polynomial given in Gottlieb, Hussaini,
& Orszag (1984) to provide h as a function of only x and y at a given time t. In the
figures below, we have chosen to display h(x, y) at t = 0.

The system (5.4), (5.8–5.14) can be written in canonical form which allows us to
avoid calculating this system at each cross-shore position. If we define the coordinate

Z =
z + d

d
, (6.14)

and the variables

Γ =
U1 − µ

|M|1/2sgn (M)
, Tzx =

τzx

M
, Tzz =

τzz

|M| , Q =
q

|M|1/2 , Λ =
λ

d
, (6.15)

then the shear stress is

Tzx = 1− Z, (6.16)

and the equations are

dΓ

dZ
= − 1

Tzz

[
c1

d (QΛ)

dZ
+
Q

Λ
(1− Z)

]
, (6.17)

c1

d

dZ

(
QΛ

dTzz
dZ

)
=
Q

Λ

(
Tzz +

Q2

4

)
, (6.18)

c1

d

dZ

(
Q2Λ

dQ

dZ

)
=
Q3

8Λ
− (1− Z)

dΓ

dZ
, (6.19)

c1

d

dZ

(
QΛ

dΛ

dZ

)
= −c2Q+

c3Λ

Q2
(1− Z)

dΓ

dZ
+
c4

Q

[
d (QΛ)

dZ

]2

, (6.20)

with the boundary conditions

d

dZ
(Tzz, Q, Λ) = 0, (6.21)

at Z = 1, and

Γ → 1

κ
lnZ, Tzz → −21/2, Q→ 25/4, Λ→ c5Z, (6.22)

as Z → 0. This defines a standard two-point boundary value problem for which there
exist several high-quality solvers. We chose to use the routine colnew developed by
Ascher and colleagues (see Ascher, Christiansen & Russell 1981; Bader & Ascher
1987; and Ascher, Mattheij & Russell 1988) which is available on netlib. Once Γ
has been found, the additive function µ can be obtained by using equations (5.4) and
(6.15) and is given by

µ = −|M|1/2sgn (M)

∫ 1

0

Γ dZ. (6.23)
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The accuracy of the mean flow calculation is monitored by providing colnew with
tolerances on the dependent variables (set to about 10−14). With the bottom boundary
condition applied at Z = 0.01, we found∫ 1

0

ΓdZ = −2.32. (6.24)

The equation for V0 (5.6) can be written

∂V0

∂y
=

αδxε
2

δ2
yΥ

2d5/2

(
〈|h| h〉 − |h| h

)
, (6.25)

with the boundary condition discussed in §5. Hence, we have

V0 =

∫ y αδxε
2

δ2
yΥ

2d5/2

(
〈|h| h〉 − |h| h

)
dy′ + g (X) , (6.26)

where g can be found by requiring the y-average of V0 to be zero. We calculated V0

by using the Fourier coefficients of the integrand (see Appendix B).

7. Discussion
In the calculations, we typically used Nx = Ny = 64 with ∆x = 0.001; these values

provided satisfactory accuracy. Following Jacobs (1990, 1997), we took Υ equal to
1 in all cases. The other parameter values used in the numerical experiments were
α = 0.09, δx = 0.3, δy = 0.09, γx = 0.0125, and ε = 0.2. This gives a drag coefficient
of 0.04 and a bottom slope of 0.00375. For water of depth 3 m, the parameters
correspond to a initial period of 11.6 s and a sinusoidal wave with peak-to-trough
height of 27 cm. (Smaller drag coefficients provided qualitatively similar results except
that the region of substantial wave decay was shifted toward smaller depths.) Five
different initial profiles were used (see figure 2a–e, all have 〈h2〉 = 0.125):

(1) a genus 1 solution of the inviscid flat-bottomed KP equation (a cnoidal wave).
µ = 1, ν = 1, and b = −3.5208 in the notation of Segur & Finkel (1985) (see also
Appendix C);

(2) 1
2

sin(r + y);
(3) a symmetric (terminology of Hammack et al. 1989) genus 2 solution of the

inviscid flat-bottomed KP equation. µ1 = 1, µ2 = 1 ν1 = −1, ν2 = 1, b = −3.7372,
d = −3.7372, and λ = 1/2 in the notation of Segur & Finkel (1985) (see also Appendix
C);

(4) (1/
√

2) sin(r) ∗ sin(y);
(5) an asymmetric (terminology of Hammack et al. 1995) genus 2 solution of the

inviscid flat-bottomed KP equation. µ1 = 1, µ2 = 1 ν1 = −1, ν2 = 0, b = −3.7372,
d = −3.7372, and λ = 1/2 in the notation of Segur & Finkel (1985) (see also Appendix
C).

We see from figures 3 and 4 that initially planar waves remain planar (i.e. initially
straight-crested waves remain straight crested as they approach the shore); these
solutions are rotated versions of those obtained from the damped KdV equation
derived by Jacobs (1997). Thus, as in Jacobs’s paper, the sinusoidal initial profile
(case 2) develops strong secondary peaks at shallow depths and resembles trains of
polycnoidal waves discussed by Boyd (1990). In contrast, the cnoidal initial profile
(case 1) evolves into a sequence of solitary waves. By using linear wave theory, we
would expect wavelengths to shorten and would expect straight crested waves to
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Figure 2. Initial wave profiles h(r, y) at x = 0: (a) case 1; (b) case 2; (c) case 3; (d) case 4;
(e) case 5.

rotate toward an orientation parallel to the y-axis; from the contour plots, we can
verify that this is also the case for our nonlinear waves. For all the cases examined,
the trough region becomes shallower, and the width of the peaks becomes narrower
as the depth decreases.

As discussed in Segur & Finkel (1985), the non-planar waves (see figures 5d, 6d,
and 7d) have hexagonal surface patterns. We can see the hexagons best in the contour
plots of cases 3 and 4; in case 5, the single hexagon (per period in y) is not centred
on the y-domain. As the depth decreases, the acute included angles of the hexagons
decrease and the x-distance between successive hexagons decreases. Hammack et al.
(1991) mention that the hexagonal pattern in their experiments remained intact up to
and past breaking but it is unclear whether their bottom boundary layer is turbulent;
moreover, the laboratory bottom slope is an order of magnitude larger than ours. In
all their experiments, the main focus was on the behaviour of the waves over a flat
bottom. It would be interesting to examine the effect of topography on the hexagonal
pattern in the laboratory.

Here, although the hexagons can be seen at all depths, they slowly change shape.
At the shallowest depths, the patterns become more complicated by the addition of
secondary peaks particularly with case 4 which was the non-planar case that did
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Figure 3. Case 1: (a) contour plot of h(x, y, t = 0), dotted contours are negative-valued;
(b) h(x, y = 0, t = 0).

not initially solve the inviscid KP equation. This is analogous to the planar wave
behaviour in which the sinusoid exhibited larger secondary peaks than the cnoidal
wave. Nevertheless, as d → 0, the initially sinusoidal-like waves show qualitatively
similar asymptotic behaviour to the waves which initially solved the inviscid KP
equation. In addition, although not shown here, we found that the plots of 〈h2〉 as a
function of x, were similar for all the cases.

Figures 8 and 9 show typical plots of the mean surface level, αH , and the mean
x-velocity, U1, respectively. Since the bottom stress in the x-direction is always
positive in the cases considered, a setdown occurs. Setdown values of this order of
magnitude are observed outside of breaking; however, this mechanism for setdown is
different than that of Longuet-Higgins & Stewart (1964) which is purely irrotational.
From figure 9, we see that the mean x-velocity is positive (onshore) near the top and
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Figure 4. Case 2: (a) contour plot of h(x, y, t = 0), dotted contours are negative-valued;
(b) h(x, y = 0, t = 0).

negative (offshore) near the bottom of the water column. Stokes drift effects would
undoubtedly alter our profiles (since the depth-integrated mean cross-shore current
would have to balance the depth-integrated Stokes drift for conservation of mass)
but are not taken into account at this stage of our theory.

The initially planar waves did not generate a zeroth-order longshore current V0;
however, when the crests are curved, a non-zero V0 does develop (see figures 5e, 6e,
and 7e). Cases 3 and 4 produce a V0 with two peaks and troughs while case 5 only
displays one. This is related to the initial profiles which in case 5 only show one
hexagon per period in y but in cases 3 and 4 show 2 hexagons. Usually in nearshore
theories, longshore currents are assumed to be only generated by wave breaking; our
theory predicts that small periodic longshore currents can develop outside areas of
wave breaking due to turbulent bottom friction.
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Figure 5(a–c). For caption see facing page.
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Figure 6. Case 4: (a, b, c) surface plots of h(x, y, t = 0) at various depth ranges; (d) contour plot of
h(x, y, t = 0), dotted contours are negative-valued; (e) contour plot of V0.

8. Concluding remarks
The purpose of this work was to include turbulent dissipation and variable-depth

effects in a rational way to the ideal fluid model of Segur & Finkel (1985). In doing
so, we extended the study of Jacobs (1997) by introducing two-dimensional effects
and by calculating the currents generated by wave decay. Our theory is expected to
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Figure 7. Case 5: (a, b, c) surface plots of h(x, y, t = 0) at various depth ranges; (d) contour plot of
h(x, y, t = 0), dotted contours are negative-valued; (e) contour plot of V0.

be valid for small-amplitude waves with weak dispersion, weak two-dimensionality,
and weak dissipation in regions outside wave breaking and where bottom slopes are
small.

In future efforts, we believe it would be interesting and worthwhile to extend our
theory to a higher order so as to include Stokes drift effects and longshore variations
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of the cross-shore current. Furthermore, other logical extensions of the theory might
be to include wind stresses, wave breaking models, and larger bottom slopes. It also
would be interesting to develop a turbulent generalization of the two-dimensional
Boussinesq equations to allow the possibility of backward travelling waves. Finally,
it is important to note, as Jacobs (1997) has explained in detail, that the dissipation
term obtained from the flow due to displacement thickness is independent of the
turbulence model (for models which give a logarithmic layer) to this order. However,
the calculation of U1 will vary slightly from model to model.
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Appendix A. Curvilinear coordinate systems

The definitions of the curvilinear unit vectors for the top surface (Ŝ1, Ŝ2, N̂ ) can be
obtained using standard techniques (see Aris 1989, Chapter 7) from the coordinate
system, (S1, S2, N), defined by

x = S1 −
N∂ζ/∂S1

Ψ
, y = S2 −

N∂ζ/∂S2

Ψ
, z = ζ +

N

Ψ
, (A 1)

where

Ψ =

[
1 +

(
∂ζ

∂S1

)2

+

(
∂ζ

∂S2

)2
]1/2

. (A 2)

The definitions of the curvilinear unit vectors for the bottom surface, (ŝ1, ŝ2, n̂), can
be similarly obtained from the curvilinear coordinate system, (s1, s2, n), defined by

x = s1 +
n∂d/∂s1

ψ
, y = s2 +

n∂d/∂s2
ψ

, z = −d +
n

ψ
, (A 3)

where

ψ =

[
1 +

(
∂d

∂s1

)2

+

(
∂d

∂s2

)2
]1/2

. (A 4)

From the scaling in §2, one can easily verify that with errors of O
(
ε6
)

that both

sets of curvilinear unit vectors are equal to the Cartesian unit vectors (î, ĵ , k̂).

Appendix B. Fourier integration
We will briefly show how to calculate indefinite integrals using Fourier methods.

Let us follow Gottlieb et al. (1984) and represent the truncated Fourier series of the
function (possibly complex) f (x) , x ∈ [0, 2π] as

f (x) =

N∑
k=−N

f̂ (k)

ck
eikx; ck = 2, k = ±N; ck = 1, k 6= N. (B 1)

This can be rewritten as

f (x) =

N−1∑
k=0

f̂ (k) eikx +

2N−1∑
k=N

f̂ (k) ei(k−2N)x + if̂ (N) sin (Nx) . (B 2)

Thus, the integral can be written

I (x) =

∫ x

f (y) dy = f̂ (0) x− i

{
N−1∑
k=1

f̂ (k)

k
eikx

+

2N−1∑
k=N

f̂ (k)

k − 2N
ei(k−2N)x +

f̂ (N)

N
cos (Nx)

}
+ g, (B 3)

where g is a constant of integration. Now if we choose to evaluate at the Fourier grid
points

xj =
jπ

N
, j = 0, . . . 2N − 1, (B 4)
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and require that the average of I is zero then we can write

I
(
xj
)

=−i

{
N−1∑
k=1

f̂ (k)

k
eikxj +

2N−1∑
k=N

f̂ (k)

(k − 2N)
eikxj +(−1)j

f̂ (N)

N

}
+
[
xj − π

]
f̂ (0) . (B 5)

The sums in the curly brackets can be found using an FFT. Clearly, if f is real, we
can simplify the above expression to eliminate redundant calculations.

Appendix C. Initial profiles
For convenience, we will give the forms of the initial profiles which solve the

inviscid flat-bottomed KP equation. The solutions are taken from Segur & Finkel
(1985) and put into our notation.

The genus 1 (cnoidal wave) solution can be written (at x = 0)

h =
4

3

d2δ2
x

α

∂2

∂r2
ln θ (φ; b) , b < 0, (C 1)

where

θ (φ; b) =

(
2π

−b

)1/2 ∞∑
m=−∞

exp

[
2

b

(
φ

2
− mπ

)2
]
, φ = µr + ν

δ2
x

δy
y. (C 2)

The genus 2 solution can be written (at x = 0)

h =
4

3

d2δ2
x

α

∂2

∂r2
ln θ (φ1, φ2; b, λ, d) , (C 3)

where

θ(φ1, φ2; b, λ, d) =

∞∑
m2=−∞

∞∑
m1=−∞

exp

[
1

2
dm2

2

]
exp

[
1

2
b (m1 + λm2)

2

]
cos (m1φ1 + m2φ2) ,

(C 4)

φ1 = µ1r + ν1

δ2
x

δy
y, φ2 = µ2r + ν2

δ2
x

δy
y, (C 5)

λ 6= 0, b < 0, λ2 6 1
2
, d 6 b

(
1− λ2

)
. (C 6)
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